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Abstract Forward model learning algorithms enable the application of simulation-
based search methods in environments for which the forward model is unknown.
Multiple studies have shown great performance in game-related and motion control
applications. In these, forward model learning agents often required less training time
while achieving a similar performance than state-of-the-art reinforcement learning
methods. However, several problems can emerge when replacing the environment’s
true model with a learned approximation. While the true forward model allows the
accurate prediction of future time-steps, a learned forward model may always be
inaccurate in its prediction. These inaccuracies become problematic when planning
long action sequences since the confidence in predicted time-steps reduces with
increasing depth of the simulation. In this work, we explore methods for balancing
risk and reward in decision-making using inaccurate forward models. Therefore, we
propose methods for measuring the variance of a forward model and the confidence
in the predicted outcome of planned action sequences. Based on these metrics, we
define methods for learning and using forward models under consideration of their
current prediction accuracy. Proposed methods have been tested in various motion
control tasks of the Open AI Gym framework. Results show that the information on
the model’s accuracy can be used to increase the efficiency of the agent’s training
and the agent’s performance during evaluation.
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1 Introduction

Forward Model Learning describes the process of learning a model of a priori
unknown environments. This enables an agent to anticipate the outcome of planned
action sequences and use simulation-based search techniques to optimize its behavior.

This chapter builds upon our recent work on forward model learning in games [1]
and directly extends our work on forward model learning for motion control tasks [12].
Previous studies have shown that reliable forward models can be learned by obser-
vation. Since no information on the environment is available, we have chosen to
implement an uninformed training process in which the agent uses random actions to
explore its environment. This results in many interactions being wasted due to (1)
repeating a known interaction and (2) neither focusing on improving the model nor
improving the agent’s performance. As a result, we have observed that the model may
be unreliable since large amounts of the state space remain unobserved. In return, the
agent’s performance during the evaluation will be limited by the prediction accuracy
of the trained forward model.

Motivated by these shortcomings, we study methods for improving the efficiency
of the agent’s training process. Therefore, we formulate two learning goals (1)
the exploration of the environment to train a reliable forward model, and (2) the
exploitation of promising action sequences to become more proficient in the given
task. The main contribution of this work can be summarized by:

• Taxonomy of Learning Algorithms: We present a unifying view on reinforce-
ment learning, search, and forward model learning algorithms in the context of
the agent-environment interface.

• Decomposed Differential Forward Model: We review the definitions of previ-
ously proposed model building heuristics and their generalization in form of the
decomposed forward model. As a result, we propose the decomposed differential
forward model which will be used throughout this study.

• Risk Awareness: We propose several methods for measuring the agent’s con-
fidence in the learned forward model’s predictions. Furthermore, we propose
several optimization goals to balance exploration and exploitation during the
agent’s training process.

The remainder of this chapter is structured as follows: In Section 2, we com-
pare the concepts of reinforcement learning, search-based algorithms, and forward
model learning for decision-making. The following sections (Section 3 and Sec-
tion 4) focuse on the introduction of forward model learning and types of forward
model representations. Section 5 exemplarily shows the usage of Gaussian process
regression and ensemble regression models such as a random forest regression. For
both, we propose methods for incorporating the variance of made predictions in the
agent’s decision-making process (Section 5.2). We evaluate proposed methods based
on their resulting performance in three simple motion control tasks in Section 6.
For a more detailed analysis, we compare the impact of proposed measures on the
agent’s training process in Section 7. We conclude our results in Section 8 and discuss
opportunities for further studies.
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2 Taxonomy of Learning Algorithms

The agent-environment interface represents a general description of a learning sce-
nario. Here, the agent is in continuous interaction with an environment. Each of the
agent’s executed actions has the potential to update the state of the environment. In
return, the agent can be offered a numerical reward that is typically associated with
the given task.

In reinforcement learning, the agent focuses on picking actions to maximize its
expected reward over time. Given observations of all its previous interactions, the
agent tries to estimate the expected value of state-action pairs. Algorithms such as
Temporal Difference Learning (TDL) [32], Q-learning [35], and the Monte Carlo
(MC) method [30], update the expected value after a reward signal has been observed
or after the result of an episode has been observed respectively. These techniques are
called model-free since they do not try to build a model of their environment.

In contrast to these simpler reinforcement learning algorithms, which are storing
the value of each state-action pair, methods in deep reinforcement learning use
a neural network to approximate the value based on the input, thus drastically
decreasing the storage used for the model [37]. While deep reinforcement learning
algorithms have resulted in an impressive performance in the context of many game-
related benchmarks, the number of required training examples to fit all the network’s
parameters is often high and thus require much training time.

Simulation-based search algorithms, such as minimax [23] or Monte Carlo tree
search (MCTS) [5], utilize the environment’s forward model to simulate the outcome
of planned action sequences. Each action sequence represents a candidate solution.
Its simulation is called a rollout and the result of such a simulation can be used to
estimate the value of actions in the simulated sequence. In contrast to reinforcement
learning algorithms, simulation-based search algorithms estimate the value of an
action at run-time. Therefore, these algorithms require knowledge of the current
state and the game’s model, and return the action with the highest expected value
regarding the current state. In return, they can be applied without prior training. Due
to their capability of being applied without training, search algorithms such as MCTS
and Open Loop Search [26] have performed well in general game-playing tasks [27].

Dynamic programming algorithms [21] require knowledge of the environment’s
forward model to calculate the true value of any state-action pairs. This optimization
process can yield a perfect policy for small state and action spaces. However, the
high breadth or depth of the search tree often renders this method infeasible.

Next to traditional search schemes, the rolling horizon evolutionary algorithm
(RHEA) [15, 16], uses mutation and crossover to optimize the agent’s action sequence.
A heuristic value of simulated action sequences can be used as a fitness measure
to guide evolutionary optimization. The design of such a heuristic can drastically
impact, the resulting behavior.

In the following, we compare the reviewed methods based on their knowledge
of the environment. Given the agent’s action and the current state, the agent will
observe the next state and a reward. Both updates can be encoded in a separate model,
namely the forward model producing the next state and the reward model which in
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turn provides the agent with a reward. However, since the accumulated reward (also
known as return) is much more useful for the agent’s action-selection process, the
following comparison will use the agent’s knowledge of the return to measure the
value of a state-action pair. Therefore, we focus on the agent’s knowledge of two
of the environment’s components, (1) the environment’s forward model, and (2) the
value of the environment’s states and actions.

Considering the agent’s knowledge of the return, reinforcement learning and
simulation-based search methods represent two extremes. The eager learning process
of reinforcement learning methods results in a return model. While TDL and the MC
method do this without needing knowledge about the forward model, the computa-
tions done in dynamic programming need the forward model for its iterative update
routine. Deep reinforcement learning replaces the need for storing the expected
return for every state by learning a network that approximates the return function.
The reduction in complexity can arguably be achieved through an understanding of
the game’s state-space.

In contrast, simulation-based search methods do not need to store the expected
return of each state, since they approximate at run-time using the forward model. The
rolling horizon evolutionary algorithm seems to be a slight exception to this since it
is also making use of a heuristic function, which approximates the value of a state.
This heuristic function is being used to rate a rollout’s outcome and, in the best case,
approximates the expected return.

The class of forward model learning algorithms represents a new approach that
enables the application of search algorithms in case the environment’s forward model
is unknown to the agent. Therefore, the agent builds a model to predict upcoming
states based on made observation during previous interactions. At the time, the agent
can also learn to predict the reward of the environment or approximate the value of a
state-action pair.

This process can be compared to recent experiments on world modeling [18] and
imagination-based deep reinforcement learning [36]. In these, the agent uses a deep
or recurrent neural network structure that handles the selection of the agent’s actions
according to predicted future states. Agents using these model-based deep reinforce-
ment learning approaches have shown to be capable of playing games based on
their visual state representation [20]. Similarly, they achieved improved performance
in several visual control tasks in comparison to model-free reinforcement learning
agents [19]. However, the sheer number of parameters to be tuned and the eager
learning of the state’s value function results in the agent requiring lots of training
data, e.g. 108 training steps for learning to play the game Sokoban [36]. The amount
of required iterations makes this process infeasible in case the model’s training time
is limited.

In contrast, a prediction-based search can be implemented which determines an
action’s value according to simulations of the trained forward model. Furthermore,
reductions of the feasible model space could be achieved by assuming independencies
among observed sensor values. Figure 1 presents a summary of the discussed methods,
based on the two dimensions: knowledge of expected return and knowledge of the
game model.
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Fig. 1 Comparison of general game-playing and -learning techniques based on the agent’s knowl-
edge of the return function and the game’s environment model [8].

3 Forward Model Learning

In this section, we will take a closer look at the forward model learning process. First,
we will define how the environment’s model can be represented. The next section
will cover the forward model’s representation.

First of all, we assume that the environment model can be represented as a
stochastic process that maps the sequence of previous actions a ∈ A and states s ∈ S
to a probability of observing the next state and its associated reward r ∈ R.

p(st ,rt | st−1,at−1, . . . ,s1,a1) (1)

We consider each state st ∈ S ⊆ Rn to be a vector of real-valued observations st =
(s1

t ,s
2
i , . . . ,s

n
t ),s

i
t ∈ R at time t. The same notation applies to the set of available

actions and the action space: at ∈ A⊆ Rn.
For simplicity, we will assume single-value action spaces and an environment

model that satisfies the Markov property. Therefore, the environment’s response is
independent of all but the latest interaction and can be simplified to:

p(st ,rt |st−1,at−1) (2)
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Up to now, the environment’s response includes two components, the state and
the reward. We further split the environment model into a state transition model and
a reward model, both fulfilling the Markov property:

State Transition Model: p f m(st | st−1,at−1)

Reward Model: pr(rt | st−1,at−1)

During forward model learning, the agent will learn to approximate the state
transition model based on observations of previous interactions. Given these obser-
vations, the agent can construct a training set and use supervised learning methods
to create an approximation of the original model. Depending on the structure of the
state-space a classification (discrete and nominal state-spaces) or a regression model
(real-valued state spaces) can be used to predict upcoming states.

In recent works of model-based reinforcement learning, the state transition model
has been represented by deep neural networks. The World Models agent learns a
latent vector representation using LSTMs [18]. This allows the agent to keep track
of previous events and further condense its action policy. Following up on this
idea, the imagination-based I2A agent [28] adds a rollout phase for improving the
agent’s estimates of an action’s expected return for long-time horizons. The Dreamer
agent [19] has shown that latent state models can learn motion control behaviors of
varying complexity based on high-dimensional sensory inputs.

In contrast to model-based reinforcement learning, forward model learning agents
do not model the return of an action (accumulated reward) but estimate an action’s
value based on its simulated outcome. State-of-the-art planners such as Monte Carlo
Tree Search [5] and Rolling Horizon Algorithms [15] have recently shown applica-
tions in game AI [15, 31] and motion control [6]. Since the accuracy of the planning
process is dependent on the accuracy of the agent’s prediction, the agent’s goal is to
improve the forward model’s accuracy and not the agent’s policy.

4 Forward Model Representation

Learning a model of the environment has been actively studied in model-based
reinforcement learning. While many approaches rely on the generality of deep neural
networks, they have not shown to be very sample efficient. Therefore, the model
requires many iterations to be trained until a reliable prediction of the upcoming
state can be made and the search-methods advantage to work without much training
time is lost. Thus, finding a suitable state representation can drastically reduce the
required training time as well as improve the model’s final prediction accuracy.

Instead of predicting the environment’s next state using a single model, the
environment’s response can often be split into multiple independent components.
In return, we can decompose the forward model into independent sub-models. The
reduced complexity of a sub-model’s output space can result in a simpler learning task,
hence, reducing the number of required model parameters and training examples.
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4.1 Model Building Heuristics

Forward model decomposition has been shown to increase the sampling efficiency
and resulting model performance in numerous applications. An example of a model
decomposition heuristics is the local transition function that is used in local forward
models ([8]). Local forward models work similar to convolution neural networks, and
predict the future state based on independent predictions of each cell, whereas the
future state of each cell is predicted based on its current state and the state of its neigh-
bors. Local forward models have been successfully applied to the game of life ([22])
and Sokoban ([13]) as well as several games of the GVGAI environment ([1, 8]).

In ([14]), the authors have shown that knowledge of the environment’s state
representation can be used to create an object-based decomposition. An extension
of this work has been presented in ([11]), in which the authors proposed the use of
stochastic independence tests to find a valid decomposition of the forward model
without requiring background knowledge of the environment’s state representation.

The local and object-based forward model assumes independency among the input
and output variables of the forward model. Such dependencies among observable
sensor variables may exist in motion-control tasks, but the underlying structure may
be unknown. As a result, we have previously proposed the decomposed differential
forward model [12]. For the decomposition, we assume that the next state’s sensor
values are dependent on the previous state (and possibly its predecessors), but inde-
pendent of each other. This results in a decomposability of the state transition model
into several sub-models, whereas each sub-model predicts the updated sensor value:

i-th Component Model: fmi(st−1,at−1) 7→ si, t

The decomposed forward model can further be used to predict the future state
by separately predicting the future state of each observable sensor-value (indicated
by ŝi, t ) and aggregating the result of each sub-model:

fm(st−1, at−1)

=(fm1(st−1, at−1), . . . , fmn(st−1, at−1))

=(ŝ1, t , . . . , ŝn, t)

(3)

Alternatively, we can predict the changes of a sensor value:

i-th Differential Model: fm∆ i(st−1, at−1) 7→ si, t−1− si, t

Aggregating the predictions of all sensor values and the agent’s reward, the agent
can predict the outcome of an action. Similarly, a hierarchical structure can be built,
in which the environment is first split into several units and the future state values of
each unit are predicted independently [7, 9].

Since the result is another state observation, the agent can predict whole action
sequences by repeatably applying the learned forward model. Using this, actions
can be determined using forward planning methods or a policy can be learned using
reinforcement learning on the simulated environment [25].
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For motion control, the underlying modeling task is considered a supervised
learning problem in which a regressor is trained to predict upcoming states. Several
attributes of the model need to be considered upon model selection:

• model accuracy: the trained model needs to be accurate for previous observations
and future time steps. This is especially relevant for consecutive predictions since
the error will propagate over multiple predictions.

• model speed: the trained model needs to be applied very often during the search
process. Studies on MCTS have shown that increasing the number or the quality
of rollouts can improve the agent’s performance [10].

• model size: the model’s size (in terms of parameter count) can impact the training
time and the number of observations required for optimizing the model’s param-
eters. While regression models such as linear regression are the most simple to
train, their applicability is quite limited. In contrast, deep neural networks are
flexible but can require large amounts of training data.

• model interpretability and reliability: a characteristic that is often neglected in
deep learning approaches is the model’s interpretability. While deep reinforce-
ment learning has shown great performance, the black-box nature of deep neural
networks may not allow human interpretation of its results. This complicates to
measure the reliability or risk of a trained model. In contrast, planning based ap-
proaches can transparently summarize the search path and its predicted states. This
can be especially important in risk critical applications and allow the computation
of confidence bounds.

5 Improving the Confidence of a Forward Model

The forward model allows us to anticipate the result of an agent’s actions. However,
the prediction may be inaccurate and therefore the predicted result of an action
sequence may be desirable but unlikely. In the context of a simulation-based search
agent which is using a learned forward model, we would like to incorporate the
confidence in the model’s prediction in the agent’s decision-making process as well
as improving it throughout the training process.

5.1 Measuring the Learned Model’s Confidence

The following analysis is based on the Gaussian Process regression model [29]. In
contrast to many other regression models, it does not return a single predicted value,
but a full predictive distribution. Given this distribution, we can estimate the mean
value and the distribution’s variance to be used by the agent. Other regression models
may not provide the same information but it may be inferred given their output.

In the case of ensemble regression models, we can measure the model’s confidence
by the agreement of all regression models included in the ensemble. Hence, the
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ensemble does not need to consist of probabilistic regression models but may be
built using any type of regression model. A common representative is the random
forest regression [3], which consists of multiple decision tree regression models each
trained on a different slice of the training data set. The ensembles response will
be the mean of predicted values. Similarly, we can measure the variance of made
predictions to estimate the confidence of the ensemble model.

5.2 Learning Goals Based on the Model’s Confidence

In previous studies, the training process was implemented as a random explo-
ration [13, 12]. As a result, we have observed that the forward model’s accuracy
quickly degrades in situations that have not previously been observed. This is due
to the missing diversity in the training set. Therefore, we want to actively approach
states and actions that the forward model cannot accurately predict to improve its
generality.

Given the task of predicting action sequences of length m, we will use a decom-
posed forward model to predict the upcoming states after each action of the action
sequence. Starting with a state st = (s1, t , . . . ,sn, t) we will predict the future states
st+1 to st+m. Similarly, we will learn to predict the rewards rt+1 to rt+n the agent
expects to receive, which can be modeled as an additional output of the environment’s
state observation. For simplicity, we will use s and r to denote the true state and
reward, and ŝ and r̂ for the predicted state and reward respectively. The following
heuristics will be used to guide the agent’s action selection during training and
evaluation.

First, we focus on improving the agent’s performance by selecting actions that
are predicted to be promising by the forward model. Naively, we can assume that we
only need to take the sum of predicted rewards of an action sequence into account.
Hence, the predicted discounted return Q of the agent’s planned action sequence
results in the weighted sum of rewards:

Q =
m

∑
i=1

γ
ir̂t+i (4)

for which γ ∈ (0,1] balances between favoring long-term and short-term rewards.
As we pointed out before, the regression model might be inaccurate in its predic-

tion. Next, we want to incorporate information on the predicted reward distribution
to make the agent aware of such inaccuracies. Hence, during training, we want to
actively approach actions the current model cannot confidently predict. To motivate
this behavior, we let the agent actively approach situations with a high variance. An
optimistic return heuristic can be formulated as:

Qopt =
m

∑
i=1

γ
ir̂t+i +

m

∑
i=1

σ
2
r̂,t+i =

m

∑
i=1

[
γ

ir̂t+i +σ
2
r̂,t+i
]

(5)
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During the evaluation, we want to avoid such situations to minimize the agent’s
risk. Taking a pessimistic (Qpess) approach, we reduce the expected reward by the
variance of its predictions.

Qpess =
m

∑
i=1

γ
ir̂t+i−

m

∑
i=1

σ
2
r̂,t+i =

m

∑
i=1

[
γ

ir̂t+i−σ
2
r̂,t+i
]

(6)

Thus we can assure that two action sequences with similar outcome but varying
confidence in its predictions can be differentiated.

So far, both heuristics have focused on the predicted reward. To assure that the
model will also become more confident in its prediction of future states, we introduce
an exploration goal. For this purpose, we will use the information on the model’s
confidence in predicting upcoming state variables to guide the agent into states that
cannot be accurately predicted yet. Once again, we measure the model’s confidence
by taking the variance of the prediction into account. Since the predicted states are
dependent on each other, we would require additional simulations to identify the
reward at each time-step of the predicted action sequence. This process would be
infeasible for real-time applications because the number of forward model evaluations
is limited. Instead, we will use the cumulative standard deviations to approximate
the uncertainty of a whole action sequence:

m

∑
i=1

i

∑
j=1

σ
2
ŝt+ j

Hereby, we punish action sequences in which the first actions cannot be accurately
predicted more than action sequences in which the results of later actions are unsure.
We further incorporate the defined optimization targets into a single heuristic for
action-selection.

Qconf =
m

∑
i=1

[
γ

ir̂t+i +ασ
2
r̂ +β

i

∑
j=1

σ
2
ŝt+ j︸ ︷︷ ︸

cumulative
state variance

]
(7)

for which α balances the agent’s risk awareness considering the reward predictions
and β balances the agent’s drive to explore unknown states. This heuristic has been
motivated by Bienaymé’s identity but since the independency of variables cannot be
assured here, we included α and β to configure the heuristic according to the user’s
requirements. Setting α > 0 sets the agent to actively approach states in which the
predicted reward is unsure, whereas values below 0 let the agent avoid those states.
For β > 0 the agent is encouraged to explore action sequences the model cannot
confidently predict and once again lets the avoid those states for values below 0. For
training in a safe environment, we recommend setting both values to be positive,
while during testing we recommend choosing negative values to let the agent explore
its environment. Those values may be adapted throughout the training depending on
the confidence of the model and the agent’s success.
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(a) Cart-Pole (b) Pendulum (c) Acrobot

Fig. 2 Three motion-control environments and their representation in the OpenAI Gym framework.

6 Evaluating the Agent’s Performance

Our evaluation is split into two parts. First, we analyze the agent’s ability to learn
a forward model and using it for guiding its action-selection in three of the most
common motion control tasks. During this experiment, we will compare the agent
with reinforcement learning-based approaches. To evaluate the proposed measures,
we designed a second experiment series, to test their effects on the agent’s training
and its resulting performance in the aforementioned motion control tasks. The source-
code to our experiments and our results are available for download1.

6.1 Motion Control Environments

The cart-pole problem [2] requires the agent to balance a pole by moving a cart back
and forth. The pole is attached to a cart by an un-actuated joint, which moves along a
frictionless track. The agent can apply a discrete force of +1 or −1 to the cart. The
pole is starting in an upright position and needs to be kept in the range of [−15,+15]
degree from vertical. If the pole is falling below that threshold or the cart moves
more than 2.4 units from the center, the episode ends. A maximal reward is achieved
after balancing the pole for a maximum of 500 time-steps.

The pendulum problem is a classic problem in the control literature. In this version
of the problem, the pendulum starts in a random position, and the goal is to swing it
up so it stays upright. The reward penalizes deviations from the equilibrium and the
magnitude of the agent’s applied actions.

The acrobot problem requires the agent to swing up a pendulum with two links.
Similar to the pendulum problem, the agent can apply a discrete rotational force
to the joint of the first link. Initially, both links hang downwards, and the goal is
to swing the end of the lower link up to a given height indicated by the target line.

1 https://github.com/ADockhorn/Balancing-Exploration-And-Exploitation-in-Forward-Model-
Learning



12 Alexander Dockhorn and Rudolf Kruse

0 20000 40000 60000 80000 100000
training steps

0

100

200

300

400

av
er

ag
e 

ep
is

od
e 

re
tu

rn

DDFM DQN SARSA CEM

(a) Cart-Pole
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(b) Acrobot
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(c) Pendulum

Fig. 3 Training comparison of forward model learning and deep reinforcement learning agents.
Graphs are showing the average episode return per training step smoothed using the local regression
(loess). Each agent has been trained 10 times for 100000 steps each.

The reward is the height of the tip of the pendulum. The implementation of these
environments is provided by the Open AI Gym framework [4].

6.2 Experiment Setup - Agent Performance

The proposed decomposed differential forward model (DDFM) will be compared
to several popular reinforcement learning algorithms. In case of a discrete action
space (Cart-Pole and Acrobot) we chose to use Sarsa [33], DQN [24], and CEM [34].
Whereas for the Pendulum environment, which uses a continuous action space, we
compared our approach with the NAF algorithm [17]. The hyper-parameters of each
algorithm were tuned by a simple grid-search.

For each environment, we continuously train our agents for a total of 100000
time-steps. During training, we record the agents’ reward per episode. We repeat the
training process 10 times to get more stable results. The final performance of each
model is measured by the average return of the last 10 training episodes.
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6.3 Results

Figure 3 shows the agents’ performance in each of the three training environments.
The results indicate that simple problems, such as the Cart Pole and the Pendulum
environment, can efficiently be solved after just a few training steps. In these, the
agent outperforms deep-reinforcement learning approaches in terms of sampling
efficiency. Nevertheless, the proposed model performs worse in the Acrobot envi-
ronment, since solving the task requires to plan longer action sequences. Due to
the simplicity of all three environments, the learning curves are steep and converge
quickly. The convergence level seems to be very much dependent on the agent’s
parameters, for which the planning horizon and the regression model have shown to
have the most impact.

6.4 Discussion

Based on this evaluation and our preceding parameter optimization we have identified
two problems of current forward model learning techniques.

Planning horizon dilemma: A common problem of planning algorithms is the
choice of the planning horizon. While increasing the search can improve the accuracy
of a planning agent’s reward estimation, it also exponentially increases the number
of possible states to be analyzed. In the case of forward model learning agents, the
planning horizon is further restricted by the accuracy of the learned forward model.
In contrast to using the true environment dynamics, predictions of a learned forward
model become less accurate with increasing search depth. For choosing a suitable
rollout length for a trained model we analyzed the model’s prediction error over the
length of multiple predicted action sequences. This can hint at a suitable parameter
combination but has shown to be too costly to repeat throughout the model learning
process. Dynamic measurements of the model’s confidence in its prediction might
help in improving the agent’s performance. Similarly, algorithms like MCTS that do
not use a fixed planning horizon may be beneficial.

Exploration vs. Exploitation: During training, the agent needs to optimize the
learned model as well as possible but also needs to focus on beneficial actions. There-
fore, the agent needs to focus on actions that maximize our chances of succeeding,
while adding new data to the forward model for improving its accuracy. In the present
study, we let the agent solely decide based on its predicted reward. However, it
may show beneficial to include exploring actions during training. This may not just
improve the model’s accuracy, but in the long run, also make the agent more robust
to unlikely or new situations.
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Fig. 4 Testing all combinations of train and test functions. Training has been done for 500 time-steps
of the environment. For each trained model we performed 10 evaluations and measured the average
length the agent kept the pole balanced. The experiment has been repeated 10 times to average the
results of multiple training runs.

7 Evaluating the Effects of Confidence-based Sampling

7.1 Experiment Setup - Training Efficiency

These observed problems of the previous evaluation have motivated the proposal
of confidence-based sampling and action-selection during the agent’s training and
evaluation. To compare the effects of proposed methods we repeat the agent’s training
process using a (1) a random-exploration, (2) the undiscounted return (Equation 4,
γ = 1), (3) the optimistic return (Equation 5), and (4) the confidence-based return
(Equation 7) with weights α = β = 1. Each training function is used to train 10
models for 500 time-steps each. During training, we update the agent’s forward
model every 10 time-steps. The forward model will be represented as a differential
decomposed forward model using Gaussian process regression with a radial basis
function kernel.

After 500 time-steps of training, we store the agent’s forward model and keep
it constant for the remaining evaluation. Furthermore, we test the learned model’s
for 10 episodes using (1) a random agent, (2) the discounted return (Equation 4,
γ = 1), (3) the pessimistic return (Equation 5), and (4) the confidence-based return
(Equation 7) with weights α = β =−1. For a reliable action-selection, we simulate
all action-sequences of length x and select the first action of the best-rated action
sequence. In case multiple action sequences are predicted to yield the same value,
we choose a random action sequence among the best action sequences.
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Fig. 5 Simulated action sequences an their predicted value given the proposed sampling methods.

7.2 Results

Figure 4 shows the results for each combination of train and test action-selection
methods on the cart-pole environment. The box-plots show that the best performance
is achieved by using the confidence-based return during the agent’s training and
evaluation. Even if the agent has been trained using random interactions, the agent
can improve its performance using any of the proposed functions for action-selection.

The latter is especially interesting since it suggests that confidence-based sampling
can benefit the action-selection of all existing applications of forward model learning
without retraining the model. It allows the agent to easily balance between exploration
and exploitation of the state-space by making it aware of action sequences that
cannot be correctly predicted. This comes at the cost of estimating the prediction
variance. Depending on the used regression method, this might result in just a small
overhead, as we have demonstrated for ensemble regression models. Nevertheless,
other regression models may require more work.

In our evaluation, we have only simulated action sequences of equal length. The
application of confidence-based measures may allow using adaptive planning horizon
by stopping the simulation as soon as the cumulative state confidence falls below
a set threshold. This can be especially interesting for tree-search-based algorithms,
such as MCTS, to cut off the current rollout in case the forward model cannot provide
accurate predictions anymore.

To get a better picture of the effects of confidence-based action selection, we have
devised a final test. In this experiment we have used a single state of the cart-pole
environment, a trained model, and all simulated action sequences of length 5. We
further used the (1) undiscounted return (Equation 4, γ = 1), (2) the pessimistic
return (Equation 5), and (3) the confidence-based return (Equation 7) with weights
α = β =−1 to evaluate all the action sequences.

Figure 5 show the respective values for all steps of all simulated action sequences.
Looking at the values provided by the return shows that the agent can hardly differ-
entiate action sequences based on their value. This is caused by the uniform reward
of the environment, which always awards the agent 1 point in case the pole did not
tip over yet. The model easily learns this reward scheme and correctly represents the
reward distribution. Since the length of simulated action-sequences does in many
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cases not suffice to let the pole fall down, the reward is often not a sufficient signal to
choose actions for minimizing the agent’s risk. Based on the value of the pessimistic
return, we see that the time point at which the reward stops is unsure, but as soon
as the forward model has made a decision, the variance in its prediction returns to
0. Finally, the confidence-based return allows differentiating most action sequences
based on their cumulative state variance. Returned values provide the agent with the
most information on the forward model’s prediction. Especially action sequences
which the model does not predict with high confidence can easily be avoided.

8 Conclusion and Future Work

In this work, we have analyzed forward model learning algorithms and how they fit
into the big picture of algorithms for computational intelligence in games and motion
control. Based on our recent work on forward model learning, we have proposed
the decomposed differential forward model. In its most general form, this model
assumes that the environment’s observable sensor values are independent of each
other. This restriction can be loosened in case enough training data is available, such
that the dependency structure can be inferred.

The model has further been tested in three classic motion control environments.
Results have been compared to deep-reinforcement learning approaches. Our first
experiments have shown that the performance is largely dependent on the accuracy
of the learned forward model and its feasible prediction horizon. To further improve
upon this, we have proposed several confidence-based sampling measures to make
the agent aware of the accuracy of its predictions to judge the risk of an action
sequence. A second experiment series has shown, that proposed sampling measures
can improve the efficiency of the training process. Furthermore, they are capable
of improving the agent’s performance during evaluation even in case the model has
been trained using random sampling.

Even if reinforcement-learning has shown to be able to solve many motion-control
tasks, these methods still require large amounts of training data. Since the proposed
planning based approaches have shown great learning performance during the first
steps of acting in a new environment, the next step will be to combine these two
algorithmic schemes in a single agent. Such an agent may dynamically choose to
either trust the reinforcement learner’s value model or to rely on a learned forward
model for using a planning-based approach. Similarly, the planner could benefit from
the reinforcement-learner’s policy during the search phase. Since curiosity-driven
learning and other intrinsic reward schemes have already shown promising results for
improving reinforcement-learning agents, similar improvements could be achieved
when being applied to forward model learning agents.
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